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Summary: This paper present results of research on the @moldf time-optimal tasks
scheduling and resources allocation in parallel imes system. We consider an parallel
machines system consisting mfparallel machines. This system can executasks. We
assume that aft tasks are independent and number of tasks isegréatn number of ma-
chines. We also assume that is constancy of resp@itocation in execution time all tasks
set. For some tasks processing time function thenaatical model of this problem is for-
mulated. Because our problem belongs to the cladPecomplete problems we propose
an heuristic algorithm for solution this problenmng results of executed numerical expe-
riments for basis of proposed heuristic algorithmn gresented.

Keywords: parallel machines system, tasks scheduling, ressuallocation.

1. Introduction

In many production processes there arise problefrscioeduling a set of tasks on
parallel machines with simultaneous resources atioe. By resources we understand arbi-
trary means tasks compete for. They can be of wa different nature, e.g. energy, tools,
money, manpower. Tasks can have a variety of irdéapon starting from machining parts
in manufacturing systems up to processing inforomaitn computer systems. A structure of
a set of tasks and different criteria which measheequality of the performance of a set of
tasks can be taken into account [1, 2, 3, 4, 3, 8, 9, 10].

The time-optimal problem of tasks scheduling ansbueces allocation are intensive
developing, as in [11, 12, 13]. The further devetept of the research has been connected
with applications, among other things, in many pitbn processes and in multiproces-
sing computer systems, as in [14, 15, 16, 17, 982Q, 21].

These tasks scheduling and resources allocatidsigms in parallel machines systems
are very complicated problems and belongs to tasscbfNP-complete problems. There-
fore in this paper we propose an heuristic algoritbr solving of a optimization problem.
The purpose of optimization is to find such a sciedf tasks on parallel machines and
such an allocation of limited nonrenewable schetirigth criterion is minimized.

2. Description of the problem
We consider an parallel machines system (as showgi 1) havingn parallel machi-

nes and leM ={1, 2, ... |k, ... , m be the set of these machines..This parallel nmehi
system can executeindependent tasks from the tasksXket{1, 2, ... , i ... ,n}.
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Fig. 1. Parallel machines system

We assume about this system that:
- each the machine may execute every ometasks,
— number of tasks is greater than number of maclimesn),
- the system had\ available nonrenewable resources, which are dénate set
w={1,2,.. N}, N=m,
— during execution of alh tasks, the number of resources is allocated to tk¢h ma-

m
chine; ZUK < N . Each machine may use only allocated to his ressuand is
k=1
constancy of resources allocation in execution aithiasks set.
Results obtained in this paper are for some proggssme function:

Ti(uk,k):ak+%, u OW, l<k<m, i0OJ, (1)

k

whereay > 0, by, > 0 — parameters characterizedh task andk-th machineyy is number of
resources allocated ksth machine.

This tasks scheduling and resources allocationlgmoin parallel machines system can be
formulated as follows: find scheduling ofindependent tasks on time machines running
parallel and partitioning ol resources among machines, that schedule length criterion is
minimized.
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3. Formulation of optimization problem

Let J;,d5,...dse.0sd,, be defined as subsets of tasks, which are progeesithe ma-

chines 1, 2,..k,...,m. The problem is to find such subseds,J,,...J,,...,J,, and such

m

resources numbets, ,U,,...,U,,... U, which minimize thel, of all setJ:

I dpredy, 1<kem |
Up,Uy,... unT i0Jy

Ty = Min max{ZTi(uk,k)} )

under the following assumptions:

() J.nJd =0, st=12..m szt [JJ, =J,

k=1
(i) Yu <N, u0OW, k=12..m,
k=1

(i) uy,u,,..,u, — positiveinteger.

The assumption (iii) is causing, that the statesble@m is very complicated therefore to
simplify the solution our problem we assume in $kquel that the resources are continuous.
The numbers of resources obtained by this appraschounded to the integer numbers (look
Step 12in the heuristic algorithm) and finally our protviecan formulated as following mi-
nimizing problem:

| 3 3)
Tow =, Min |~ max {iDZJKTi(uk,k)}

Up Uz, Uy

under the following assumptions:
m
(i) J.nJ =0, st=12..m szt, [JJI =J,

k=1

(i) Du.sN, u =0 k=12..m,
k=1

where 'Fl :[ON]x{12,...,m} - R" is the extension of functiod, : {12,...,N} x
x{12,...,m} — R" and formulated by following function:
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f(uk,k):ayk+E, u, O[O,N], 1sksm, i0OJ. @
u

k ~
Taking into account properties of the functiEi'p(uk ,K) , it is easy to show the truth of

the following theorem:

Theorem 1.

If the setsu;, J,:, k= 12,...,m are a solutions of minimizing problem (3), then:

() D u=N; u >0 k:J=z0, k=12..m
k=1

u =0 k:J, =0, k=12,..m

(i) DT (u.k)=const, k:J;#0, k=12..m

i0Jx

We define functionF(J,J,,...,J,,), which value is solution following system of

equations:
>b,
>+ —=F(3,3,..3,), k:J #0, k=12..,m
i Uy (5)
du.=N; u >0 k:J, 20, k=12..,m
K Jen

On the basis offTheorem 1and (5), problem (3) will be following:

= min F(3,,J,,..3,) (6)

343503

T

opt

under the assumptions:

i) J;nJ =0; st=122..m s#t

(i) LmJJk:J; k=12,...,m,
k=1
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If JlD,JZD,...,JnD1 are solutions of problem (6), ii,J; are solutions of problems (3),
where:

2.

03¢

F(I537 I = ) 3y

03y

; k:J/#£0, 1<sksm, 7

Uy

0 ;o k:J/=0, lsksm.

4. The heuristic algorithm

Resources allocation formula to the machines dlavs:
- we assume that the first machine from theMsehas highest speed and the last ma-
chine from the seé¥l has least speed,
- we assume if be of assistance in resources albocati-called partition of resources
coefficienty; y>1,
- to the lasm machine is allocatedl, resources according to the following formula:

N 8)(
1+ 3 [(m- k)]

— to the remaining machines are allocated resourmEsding to the formula:

u

m

u, =(m-Kk)lylu,;

m?

k=12,..,m-1 ©)
The proposed heuristic algorithm is as follows:

N
Step 1. For givenu, =— and random generate parametgys, b, calculate the proces-
m

sing times of taskd, (U, , k) according to the formula (1).

Step 2. Schedule tasks from longest till shortest procestimes of tasksT, (u,,K) and
formulate the list. of these tasks.

Step 3. Calculate mean processing tinle,.,, every machines according to follows for-
mula:

ST (U K)

Ty =———; i0J, kOM, uk=ﬁ.
m m
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Step 4. Allot in turn longest and shortest tasks which ligeL to the first empty machine
for the moment, when the sum of processing timesetiasks to keep within the
bounds of time J.anand eliminate these tasks from the list

Step 5. If there are also empty machines, where are naddh tasks go to thetep 4 If
is not empty machine go to tis¢ep 6.

Step 6. Remainder of tasks from the listallott to the machines according to #igorithm
LPT (Longest Processing Time) to moment of finishlisiel.

Step 7. Calculatetotal processing timé&, of all tasks for scheduling, J,, ..., Jn, Which

was determined in theteps 3+6and for given numbers of resourdgdg = —.

Step 8. For given partition of resources coefficigntallot resourcesy, k=1, 2, ... mto
succeeding machines as calculated according for(8uiand (9).

Step 9. For tasks scheduling which was determine&teps 3-6 and for numbers of reso-
urcesuy, k = 1, 2, ... ,m allotted to machines in th8tep 8 calculate total pro-
cessing timél,,; of all tasks.

Step 10.Repeat theStep 8and Step 9for the next six augmentative succeeding another
values of coefficieny

Step 11.Compare values of total processing tirfigs of all tasks calculated after all sam-
ples with different values of coefficiempt (Steps &10). Take this coefficieny
when total processing tinig,; of all tasks is shortest.

Step 12.Find the discrete numberl§k of resourcesk = 1, 2, ... ,m according to follows
dependence:

; _{I_ua(k)J+1; k=12,..A

7 Uy  k=A+1LA+2,..m,

m
where A = N - Z\_ujj anda is permutation of elements of $ét={1, 2, ...,
j=1

m} such, that:U, o) — |_Ua(1) J 2 Uy ~ |_ua(2) J 2...2Uym ~ \_ua(m) J
5. Results of numerical experiments

On the base this heuristic algorithm were obtairesdilts of numerical experiments for
seven another values of coefficignt= 4, 8, 12, 16, 20, 24, 28. For the definite nemaf
tasksn = 50, 100, 150, 200, 250, number of machimes 6, 12, 18, 24, 30, 36, 42 and
number of resourcd$ =10.000 were generated parametgrdy from the set {0.2, 0.4, ...,
9.8, 10.0}. For each combination nfandm were generated 40 instances. The results of
comparative analysis of heuristic algorithm progbgethis paper and the algorithib®T
are showed in the Table 1.
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Tab.1. The results of comparative analysis of tstioralgorithm and algorithdPT

number of instances, when: A" gH gQLPT
T T T TAETET [ TESTE | % | sec | sec
50/6 21 1 18 2,4 2,4 2,0
100/6 22 0 18 2,7 4,6 3,9
150/6 22 1 17 3,6 8,9 8,1
200/6 23 2 15 4,8 10,7 9,4
250/6 24 1 15 5,4 12,7 10,6
50/12 20 2 18 2,5 3,2 2,9
100/12 21 2 17 3,6 51 4,3
150/12 24 0 16 3,8 10,1 8,2
200/12 25 2 13 4,3 12,9 10,8
250/12 26 1 13 57 15,2 12,3
50/18 20 0 20 2,5 3,2 2,7
100/18 21 2 17 3,8 7,2 6,1
150/18 22 1 17 4,5 10,2 8,9
200/18 23 2 15 4,7 13,9 11,2
250/18 25 2 13 6,0 15,1 12,9
50/24 20 1 19 2,3 3,9 3,2
100/24 21 0 19 3,7 6,8 5,9
150/24 23 1 16 4,8 11,2 9,9
200/24 24 1 15 5,4 14,9 12,7
250/24 25 3 12 5,9 17,2 15,2
50/30 20 1 19 2,8 4,8 3,8
100/30 22 2 16 3,7 7,8 5,9
150/30 24 2 14 4.6 11,3 9,4
200/30 24 0 16 54 15,2 13,3
250/30 25 1 14 6,3 17,3 14,8
50/36 21 0 19 2,7 6,1 49
100/36 22 2 16 3,9 8,9 6,8
150/36 24 3 13 4.8 10,9 8.8
200/36 25 0 15 5,8 15,7 13,9
250/36 26 2 12 7,2 18,2 16,3
50/42 21 1 18 4,1 59 49
100/42 22 1 17 4.4 8,9 7,0
150/42 23 2 15 55 11,8 10,1
200/42 27 1 12 6,1 16,6 14,5
250/42 29 2 11 7,6 19,2 16,8

In the Table 1 there are the following designations
n —number of tasks,
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m —number of machines,

TO';t — total processing time of all set of tagker the heuristic algorithm,

TO'F‘)':T— total processing time of all set of tadder the algorithmLPT,

A" —the mean value of the relative improvem’&g'ﬁl in relation toTO"‘;’T :

-I-LPT _TH
A =P 100%,

opt

S"  —the mean time of the numerical calculatiartiie heuristic algorithm,
S*T _ the mean time of the numerical calculation ffier algorithmL_PT.

6. Final remarks

Numerical experiments presented above show, thalitgwf tasks scheduling in paral-
lel machines system based on the proposed in #psrpheuristic algorithm increased in

compare with simple.PT algorithm. The few percentages improvement of timé in

compare withT PT can be the reason why heuristic algorithms rebearwill be success-
fully taken in the future.
Application of presented in this paper heuristgoathm is especially good for production

systems with great number of tasks because irctisis the/\" improvement is the highest.
Proposed heuristic algorithm can be used not antggk scheduling in parallel machines but
also to programs scheduling in multiprocessing aatepsystems.
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