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Summary: Exploitation systems are constantly improved by ag@ment methods and
information techniques. Machines in operation ambject to degradation controlled by
diagnostic methods. Obtaining information on thexditon and its processing for the
purposes of legitimate exploitation decisions mbefated on in many aspects, considered
as new herein. This involves information selectibedlicated diagnostic systems, the system
of agreeing on decisions and cause-effect modellhsdected aspects of this subject were
discussed in this publication.
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1. Introduction

Production system constitutes a deliberately desigand organized arrangement of
material, energy and information used by men, lfer purpose of manufacturing specific
products — in order to meet diverse needs of coastnits proper functioning, in the light
of production computerization and application efble production systems, almost starts
a revolution in the methods of factory managemeé&he practice of exploiting increasingly
complex machinery shows that engineering knowledye,a par with economic and
organizational knowledge, becomes a necessity tkeghaconomy.

Detecting, measuring, recording and evaluatingcsede information and data on the
condition of a particular system (organization, agement, product quality, safety,
environment, machinery exploitation) are used far purpose of organization functioning,
management and quality assessment (product, saefetironment, machinery) in terms of
assumed task classification. The particularizatibsuch decisions in the area of machinery
degradation examination (task usefulness) at tigestf their exploitation is constituted by
methods, procedures and measures of technical afiigs, enabling a particularized
(structural) assessment of system condition, géingraa basis for further diagnostic-
exploitation decisions [9, 10, 11, 12, 13, 14, 15].

The assessment of technical condition of machimétly the use of physical processes
generated by it requires obtaining relevant infafomaon the condition and associating
functional parameters of the evaluated object ptgpimcluding a set of measurements and
an evaluation of initial processes. The develogn@nvirtual techniques gives rise to
numerous new solutions for modelling, simulatingllecting and processing of diagnostic
information. Some of them were briefly presented tiis article, including signal
processing, statistical optimization of results ad@hgnostic deduction in making
exploitation decisions.
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2. Managing an exploitation system

The objective of economic development is to createditions for the achievement of
increased social productivity, taking into accoenteria for environmental protection,
quality systems, safety and modern IT technologiesincreasing amount of information
produced in an enterprise in the areas of managememuction and supporting processes
requires their proper ordering, processing and gtalu to an extent necessary to make
rational decisions. Computer technique has takeraloover all the spheres of enterprise
activity; moreover, it undermined hitherto existidgisions and shook hitherto existing
structure, as well as changed its surroundings.

Information technology development at various ssagdrom the design to machinery
liquidation — including product lifecycle — is shown fig. 1.
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Fig. 1. The development of industrial informatigistems

An example of an enterprise information system lighiting the issue of maintaining
machinery in motion, where logistics, exploitatiodiagnostics and safety are most
important. In such a system, the issue of monitprirachinery condition and other related
partial problems in decision-making are integratedompany IT structure.

Taking into account variants of possible machinexploitation strategies available in
literature, their practical relevance for an entisgpcan be assessed with the usatitify
indicators of efficiency. They enable an assessment of damage developazentell as
management through functional reliability.

Management functions in an enterprise are as fatlplanning, organizing, directing,
motivating and controlling.

Planning mainly focuses on:

1. developing a strategy for production system managem

2. forecasting demand, prices, ambient conditionsaatidn,

3. designing a product and production process,

4. designing and selecting production capabilities,
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planning product location,

designing production structures and arranging nmecki
Organizing production technology processing includes:

operation and work planning,

work measurement and standardization,

managing product development plans, productiongg®and system changes.
Directing and motivating mainly include:

production system operation scheduling,

synchronizing deliveries and processing operations,

scheduling particular operations.
Controlling embraces an inspection of the whole processingmsyst

1. controlling material, semi-finished and ready-madaduct supplies,

2. controlling product quality,

3. controlling company’s financial situation.

Keeping machinery in motion and assessing machicendition, depending on the
scope of diagnostics application in an enterprisay include the following actions:
corrective, preventive or forecasting, as showfigin2.

Thus, the system of maintaining machinery usabiikes advantage of all exploitation
and management theory areas, with the help of ¢hnigue with reference to acquiring,
processing and transmitting information, which ¢ihates a basis for further diagnostic and
exploitation decisions. More generally, monitoriagd managing technical systems in an
enterprise involves the issues of:

* established:

- enterprise management system,

— enterprise IT system,

- exploitation organization system in a logistic syst

** implemented:

— monitoring of enterprise functioning,

- monitoring of machinery condition through diagnostand non-destructive tests.

Modern solutions of professional machinery conditioonitoring systems for suitability
maintenance are by such companies as: Bently Ned@a), Carl Schenck AG, Bruel &
Kjaer, TECHNICAD - Gliwice, as well as many othesmamercial, partial information
systems supporting machinery exploitation in a pl&ensible and economically justified
development of future enterprises embraces complestrategies in monitoring and
management, handled by personnel trained in maiahdged organizational issues.

Any company operating in a competitive free markebnomy should choose an
appropriate management method ensuring a straéelyiantage. This includes an analysis
of description and relevance of management metheidk reference to enterprise
specificity, with their brief characteristics, peiples of functioning and possible benefits. In
view of a large number of established managemetiads (more than 130 according to
various sources), such as: management by objectidBO), management by
communication (MBC), management by innovation (MBianagement by delegation
(MBD), management by results (MBR), management hgality (MBQ), strategic
management (SM), management by motivation (MBM)naggment by participation.
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Fig. 2. Basic forms of keeping machinery in motion

(MBP), with different: property forms, locationbranches and employment size — an
analysis of the distribution of their use frequemnugicates that management by objectives
(MBO) and management by quality (MBQ are the mosgdiently used methods (fig. 3).
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Fig. 3. The use frequency of management methodgedpip organizations [6]

A tool for shaping action accurateness with refeeerio machinery suitability
assessment are monitoring and technical diagnpgteserating information necessary to
manage their exploitation — fig. 4. Quality suppdrby information techniques has become
the central problem of modern management. It iswthele of product characteristics and
services affecting their ability to meet identifiadd potential needs.

Available commercial “product lifecycle” prograrmelude a description and principles
of managing the lifecycle of a machine at the fagfeevaluation, design and construction,
manufacturing and operation.
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Fig. 4. The idea of machinery exploitation managanrean enterprise:dg — exploitation
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At the stage of design, the following are used:oflesk, AutoCad, CAD, CAE (MES,
FLUENT, ADAMS), PDM (documentation management), NMIGSTATTION, CATIA,
SOLIDWORKS, SOLIDEDGE, INVENTOR and ANSYS. In maaafuring, the following
are available: CAM, IRIS, UIC. For exploitation degtion, the following programs can be
used: ARETICS, CMMS Machine, TPM, AGILITY, MAXIMO, SUR-FBD,
EUROTRONIC, THETA-CONSTELLATION, PREKION, PLAN-9000“MACHINE”
SYSTEM, PLAN9000 SYSTEM, REPAIRING SYSTEM APl PROVIPACT XP 217
SYSTEM, IFS SYSTEM, ISA SYSTEM - BPCS. Productdifele integration is described
by PLM, LCM, engineering knowledge management — KMTIA.

3. Initial data processing

The observation of progress in wear and tear aflgect is based on measuring various
symptoms of the technical condition and comparhmgrt with allowed values established
earlier — for a specific symptom and in a partic@pplication. The process of object wear
and tear is usually not one-dimensional, and theedsion of damage degree increases with
the degree of machinery construction complexity.isThadically improves the
dimensionality of condition vectors, signal anceiférence vectors. Diagnostic information
available in the check-up becomes redundant, dimeally complex and difficult to
process.

This study presents the problems of informatiorunethncy, assessment of individual
measurements of diagnostic signal and multi-dinteradi processing of diagnostic
information in program research as key issues.

In practical applications, the pre-treatment of sueament data is an essential step in
data classification, having impact on both the affeness of distinguishing between
conditions, speed and construction simplicity, all as learning the cause-effect model and
its subsequent generalization. A recorded timeadigh the tested process moved to an
Excel spreadsheet is the basis for further proegsdor example in the field of time,
frequency and amplitude, giving many measuremenéblang the decomposition of the
output signal to signals of growing individual diptions. The decision-making process
consists of a series of operations starting wittaioing information on machinery status, its
gathering and processing, until selecting and fodimg a fixed decision for
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implementation. At the beginning, however, thrgeety of initial data processing need to be
distinguished: data transformations, filling in thmeissing values and dimensionality
reduction.

Data transformations —analyzing experimental data is associated withowaritypes of
measurement scales, which may be symbolic or namiericase of diagnostic information
processing systems, most frequently all the feattimat describe analysed objects have to
be numeric.

In the case of classification models using distas&e measurement of similarity it is
very often the case that individual features char&e a physical state on the basis of
various physical quantities, having different rasgévalues, and, as a result, they can have
a different impact on distance. A few transformasiaunifying the influence of individual
features to the value of distance can be applied.

Normalization.Conducted according to the following formula:

X — X

x N = I I min (1)
Xi max Xi min

where: Xnax - maximum value in a set for feature,
¥nin - Minimum value of feature.

As a result of normalization, vectors with featwalues from the range [0,1] are
obtained. This transformation does not take intooant value distribution of a given
symptom; therefore, in the case of the appearariceeweral symptoms with values
significantly different, most values are pressedaa range as a result of normalization.
Standardization.The use of value distribution in single symptonedketo a transformation
known as standardization, according to the follgnielations (2).

X =X |

Xs = gi(x) '

=130 Loy
X anXJ’ m(x)—n_lzjl(&‘ xi) @)

As a result of this transformation, symptoms withearerage value of x = 0 are obtained,
and standard deviation = 1, so that all the symptoms have an equal sldherespect to
the value of information.

Precision constant- takes into account the range of variation andwarage value of
measured parameters and provides non-dimensioragityer the following relation:

X;
Wi

Symptom sensitivityW, expressed as one number together with an averalye v
ensures non-dimensionality and changeability range:

pi = 3)(

i min (4)
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Ensuring the possibility of mutual further consiatésn of data obtained in measurement
is an important and necessary step to make atettyebeginning.

4. Ideal point method — OPTIMUM

Diagnostic signals measured in different ways oeflebservation space, and, in an
indirect way, damage development in a machine -5 figVith the use of optimization
techniques, sensitivity of measured symptoms taditiom changes can be characterized
based on measuring the distance from the ideal.pDistinguishing the fault is possible —
according to mathematical formalism — after projegctonstituent symptoms on the axes
Yy, Zrespectively.

Fig. 5. Multi-dimensional observation space

The following algorithm makes statistical assesdmeh individually elaborated
diagnostic symptoms possible, resulting in a fiaaking of their sensitivity and relevance.
The following steps of this procedure include:

1. creating an observation matrix from measured$gms: $, S, S,.-.,Sn;
2. statistical assessment of symptoms with theotisarious criteria, i.e.:
- symptom changeability:

S

f, = —L (5)
y
where:§ — standard deviation,
y - average value.
- assessment of symptom sensitivity to conditicangfes:
w, = Xi max ~ Xi min (6)

Xi
- correlation to the technical condition, run (aetmation of the correlation coefficient:
symptom-condition):

f2:r(y,W); - 1 2?:1&\"szyi_ys) (7)

Yon-1 0.0,

To make considerations and the presentation oftsesn surface easier, two selected
indicators of quality are sufficient.
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3. Making further maximization and normalizationaafopted indicators of quality signals,
we obtain statistical characteristics of their vty ( fl'], fZD), which further allows to

determine the coordinates of an ideal point. THisws distance determination of single
signal measurements from an ideal point, accortirige following relation:

L=\a-f)2+@- 1) (8)

4. General sensitivity coefficients (weights) farch tested signal are determined as per the
relation:

1 , wherez w, =1 9)

Ll

W

The presented algorithm can be easily performedExtel, obtaining a quality
arrangement of measured symptoms. Fig. 6 showdirthe result of this procedure for
sample measurement data. Distance points of eaaburament from an ideal point (1, 1)
indicate the sensitivity of assessed signal measemts, with the points closest to (1,1)
being the best symptoms.

Having highlighted statistically good symptoms, yean build cause-effect models at
the stage of inferring the condition. The qualifytbe model depends, however, on the
number of measures taken into account, which, éatly, in the simplest regression models,
can be evaluated with determination coefficiét
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Fig. 6. Ideal point method outcom®PTIMUM

5. Multi-dimensional system observation — SVD
SVD (Singular Value Decomposition) is a numeric qgaaure for multi-dimensional

tracking of changes of object condition. It detat#seloping damage and selects maximally
informative condition symptoms in a given situation
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Let's take into account a complex mechanical olgjeetrating in timeO € < 6,, where
evolutionarily several independentefects are developing, ), t=1,2,..u. Their
development can be handled by observing the phemmmteld, creating a row vector of
technical condition symptomss]] = [s.,....§], with different physical nature. For the
purpose of tracking changes in the technical candibf an object, one can perform dozens
of equally distant value readings of the vectotiine; 6,, n=1,...p,8, < 6, . In this way,
further rows of symptom observation matrix (SOMg abtained. We already know that the
maximum of diagnostic information can be obtainednt the matrix if all the initial
readings are centred (subtracted) and normalizetig¢ariginal valueS,, (0) = S, of a
given symptom. We thus obtain a non-dimensionalptgm observation matrix:

o© [Sunds Sm= Sm _ (10)
S

om

where: bold marking represents the original dimemali symptom values.

For the purpose of describing system lifecycle,haée a non-dimensional observation
matrix Q, of r - columns resulting from the number of observed fpmg andp lines
resulting from the total number of consecutive obstons. To the non-dimensional
observation matrix the procedure of distributiometation to specific values:

Q= Upp* Zp ¥ Vo, (11)

where: (T- transposition) JJ is a p - dimensional orthogonal matrix of speciétt-sided
vectors, and Yis a r - dimensional orthogonal matrix of specifght-sided vectors and In
the middle — a diagonal matrix of specific valigswith the following properties:

X, = diag (o1, ...,01), where:o; >06,>...>0,>0 (12)

and: Oy1=...6=0, l=max(p,r), u=min(p,r).

This means that of r - measured symptoms one ctainobnly u< r of independent
information on growing damage. Such a decomposiio8VD observation matrix can be
conducted after each observation; n =1, ..., g,thas the evolution of defects(®,) in an
object can be monitored.

One damage F can be described by a pair of neves;a) ando;. The first one is a
generalised symptom of damaigevhich could be called a discriminant of this dgmand
could be obtained as a right-sided product of olzgiem matrix and vector; [4]:

SP= Oy * vy = o Oy (13)

Since vectors vand y are normalized to unity, the length of vector SDequal to its
energetic norm and equals:

Norm (Sp=l SD| | = o (14)

Therefore, for a specified lifetim@ use advancement of damagec&n be reflected by a
special valuegy(B), whereas its instantaneous evolution - by disoamt SD (6). The
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equivalence of new measures of SVD is postulatatig¢acharacteristics of damage areas,
throughout the whole lifecycle of an object:

SO (6)[F(6), with the norm| F(6)| [ SD(6l = 6y(8) (15)

SDy(6) can also be called a damage profile, wheog@3 its advancement. Fig. 7 shows the
SVD idea.
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Fig. 7. Diagnostic information contents with indegent damage in observation matrix, and
detected independent discriminants 8Bd advancement measurements

The target of SVD is also to select maximally imfative symptoms measured in a
given diagnostic observation. From the observati@trix O, = [S.y] one can define two
square r and p- dimensional covariance matricehetmsv (*' — the transposition of the
matrix, vector):

W, =( Q)" * Opr, and; W = Oy *(Opr)" (16)

Solving own issues of these matrices (EVD) shows ith this way the wanted specific
vectors of the observation matrix SVD and squafdéseospecific values can be obtained:

Witv, = 0% *v, ,v =1,..r; and; W* u; =03 *u;, i = 1,...p. (17)

Thus, solving the two own issues (Eigen Value Demasition - EVD) of both
covariance matrix defined on the observation matwe obtain the same result as in
procedure SVD; squares of specific values instefathair original values are the only
difference.

An example of the application of these consideratis a diagnostic observation of a 12
cylinder traction diesel engine, and the results stiown in Figure 8. The image in the
upper left corner shows 12 measured symptoms ogeati complexity of information,
which, however, after being processed by SVD, ®/da decode into two main types of
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damage, becausy ando, constitute ca 50% and 20% of all diagnostic infation in the
observation matrix (image in the upper right coymeeasured as a quotient of the values of
a giveng; to the sum of all specific values. Moreover, tivetfdamage SD(lower left
corner) almost monotonically increases, while theosd one is unstable and begins to grow
only after the 20th measurement (200 thousand letoes), which can also be seen in the
course of intensity of damagg, in the lower right corner.

6. Information system of identification tests

The possibility of rapid identification of damagéile diagnosing the elements affecting
the functioning of objects was the basis for theation of SIBI program shown in fig. 8.

This program is an attempt of software implemeatatior the following purposes:
acquisition of vibration processes, their procagstesting co-dependencies of vibration

processes, testing symptom sensitivity, statisticBrence, and visualization of analysis
results.

Informatics systems test identification T

Measurement data

acquisition and ssport [FTTWT

Data pr sin

SEmiaes [ Symptoms |

Signal co-dependence
test

Svmptom sensitivity

tests

Multi-dimensional
analysis Sele)

Cause - Effect modelling

Fig. 8. Main dialog window of SIBI program

7. Managing product lifecycle

The procedures of rational exploitation can be at@rized socially, environmentally
and economically — fig. 9.
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Social level Environmental level Economic level

A Aims | BALANCED APPROACH |

Concepts | THINKING IN TERMS OFLIFECYCLE CATEGORIES |

T Strategies I LIFECYCLE MANAGEMENT I

@

= Enterpreneurs' social I . Delivery and product

g | responsibility | | Contamination prevention | chain management

>

2

& | Systems | OHSAS 18001 | | ISO 14001& POEMS | |ISO 9001, TQM, EFQM|
Tools | Workstation evaluation | Cleaner Ligspi;c;duction, | | EMA&LCC |

The explanation of shortcuts: OHSAS - safety and professional hygiene, POEMS - The system of the
environmental management be well-versed in on the product, TQM - the total management the
quality, FFQM - European Foundation for Quality Management, LCA - life-cycle analysis, EMA -
Employers and Manufacturers Association., LCC - opinion of the costs of the cycle of the life

Fig. 9. LCM (Life Cycle Management) [21]

On the market there are many CMMS systems (ComipateMaintenance Management
Systems) in a wide range of prices and possilslitién important issue for enterprise
decision-makers is the choice of proper system @Gty motion maintenance services.
The analysis of methods of evaluation and seleatioeystems of this type [22] and the
subjective-scoring method of the assessment aérthikonmental usability of commercially
available computer programs are shown in fig. 10.

[ Chosen solution}

(The decision received to the realization)
border values liminal
The opinion of decission variants the
prognosis of expenditures and effects .
Decision - make

[ Decision variants ]

border values liminal

Date technical, the faatus
functions, itp. systems leosfficiants (the criteria of the

lopinion)

The identification of the
process of exploitation ¢
The realization of the process of the opinion
of the existing solutions of systems CMMS
(the method of the opinion of computer systems
helping the services of 2 of th

Ths bass on knowlsdzs

Fig. 10. The algorithm of information system sdtattfor exploitation monitoring [22]

8. Conclusion

Selecting a method for the specificity of entemrisusiness depends on a number of
internal or external factors. It is impossible, lewer, for an organization to survive without
adopting any of the methods reducing the chaosramdomness of decision-making rules
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to a minimum. The methods should be well identifleefore implementation, and the
decision on their implementation should be fulljilokrate.

Basic assumptions of this article include the folhy:

1. the need to introduce modern management strateg@gerprises,

2. the superiority of obtained information in steeramgenterprise,

3. highlighting machine exploitation management sysiteenterprise logistic system,

including machinery exploitation tests.

The problems of diagnosing complex technical oljece still in development, and the
procedures for acquiring and processing diagna#fiicmation are continually refined. This
article discusses the reduction of redundancyrfdividual condition symptoms and for a
multi-dimensional condition test.

A new, simple and effective method of sensitivitgs@ssment for individual
measurements of condition was proposed -GR&IMUM method; moreover, the essence
of the SVD method, SIBI program and guidelinestfur selection of rational commercial
programs in the field of machinery exploitation e@xplained.
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